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Abstract  

In human centered data science, researchers collect 

and analyze data about social entities. Some of the 

benefits of doing this are to gain substantive knowledge 

and develop new techniques and tools. The process of 

collecting data about individuals is regulated by 

multiple sets of explicit and implicit norms and rules, 

including personal ethics, Institutional Review Boards, 

privacy and security regulations, copyright, and terms 

of service. In this article, we outline why it can be 

challenging for scholars to keep track of all applicable 

rules, identify their meaning and compatibility, and 

practically implement them. We conclude that 

educational offerings and institutionalized processes 

need to be developed and implemented so that 

researchers can gain the awareness, knowledge, and 

skills essential for gathering and analyzing digital social 

trace data responsibly. We argue that scholars from the 

field of human centered data science need to be active 

participants in the public discourse and policy making 

on this topic since they can contribute domain expertise 

as well as methodological and technical insights. 
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Introduction and Problem Statement 

A large portion of human centered data science uses 

digital social trace data for analysis [13]. For this 

article, we define digital social trace data as information 

about people interacting with other social agents (e.g., 

via social networking platforms), pieces of information 

(e.g., on product-review sites and discussion forums), 

and socio-technical infrastructures (e.g., using phone 

apps) (for a more detailed definition of digital trace 

data see [10]). Since such data frequently can be 

gathered without researchers needing to interact with 

users (also called passive measurement [18]), and 

these data often are considered publicly available [19], 

an Institutional Review Boards (IRB) review might not 

apply. Once the applicability of an IRB has been ruled 

out, scholars might be insufficiently educated about 

additional rules and norms. These regulations depend 

on peoples’ personal, cultural, and educational 

backgrounds as well as their institutional affiliations, 

among other factors. This article reviews reasons for 

this lack of expertise, the different rule sets that might 

be applicable when conducting responsible research, 

and reviews and proposes possible solutions.  

In this paper, we focus on academic contexts; 

acknowledging that collaborations with other partners 

may involve additional challenges: Some companies are 

self-regulated by internal ethics review processes [9]. 

Many governmental and corporate organizations adhere 

to the “Fair Information Practice Principles” (FIPPs)1. 

Medical institutions must comply with the “Health 

Insurance Portability and Accountability Act” (HIPAA)2 

to protect patients’ privacy. The Menlo report specifies 

privacy regulations for the field of computer and 

information security research regardless of institutional 

affiliation [5]. This continuously growing body of 

regulations related to privacy and ethics exists on top 

of what is discussed in this paper.  

Why is this Problem not Solved? 

We acknowledge that existing regulations might truly 

serve the purpose for which they were designed. For 

example, IRBs were developed "to protect the rights 

and welfare of humans participating as subjects in the 

research"3.  

Problem number one arises from the fact that some of 

these rules were defined in a pre-social media era and 

hence might not be easy to translate into the digital 

social data space. Efforts to catch up and align 

regulations with reality may lag behind technological 

advances and emerging practices.  

Second, the lack of a clear understanding of rules 

beyond IRBs can be partially attributed to unclear, 

incomplete, or missing policies and regulations for 

working with digital social trace data [12].  

                                                 
1 http://www.nist.gov/nstic/NSTIC-FIPPs.pdf 

2 http://www.hhs.gov/hipaa/index.html 

3 http://www.fda.gov/RegulatoryInformation/Guidances/ucm126
420.htm 

 



 

Third, research communities might have established 

practices that challenge or violate terms of service. This 

can occur either because those terms were changed 

and constricted over time and after initial publications 

of research studies, or because examples were set and 

adopted without considering all possible rule types 

[19]. For example, the terms of service of many 

product review sites and discussion forums do not allow 

or do not include permission to crawl or scrape data, 

but a recent study has shown that about 73% of the 

studied population (263 participants from academia, 

industry, the government and other sectors) think that 

it is permissible to “scrape data from online forums,” 

and another 21% have a neutral opinion on this point 

[17]. Some peoples’ understanding of this issue might 

be biased by the fact that some providers do allow data 

collection from their sites; though often via APIs 

instead of crawling or scraping. Once research that 

uses (now) debatable practices has been published, 

examples and quasi-standards are set, and 

consequently, students learning from these papers 

might make the wrong choices for the right reason 

[17].  

Rules to Consider   

What regulations exist? We have previously identified 

the following set (which may be incomplete, for details 

see [3]), and expand on a few points in this paper: 

1. Personal moral and ethics: The Belmont report – 

one of the bases for IRBs – implements a set of 

ethics principles, namely respect, beneficence and 

justice. In addition, we argue that it is relevant to 

consider that each researcher – consciously or 

unconsciously - brings their own ethics to the table 

[18], which may or may not correlate with their 

training and field [17]. Also, ethics research has 

shown that people employ different moral 

principles [6; 16] depending on their gender [7], 

age [15], personal maturity [11] and culture [8; 

16]. It might be naïve to assume that people put 

this part of their personality aside when planning 

their work, building their careers, or considering an 

externally defined rule set. Further research is 

needed to identify these processes and their 

implications.  

2. Institutional norms and expectations: This includes 

IRBs, HIPAA, and data management plans4, which 

are increasingly required by federal funding 

agencies, among others.   

3. Copyright and fair use: Many webpages and apps 

leverage the fair use rule by only providing 

snippets of (appropriated) content (from other 

sources). Practically speaking, researchers might 

have lawful access to interaction data (e.g., which 

anonymized user replied to which comment from 

which other user), but no proper access to the full 

content of posts. This means that we might be able 

to collect social network data, but have to 

disregard substantial portions of natural language 

text data, even though it has been shown that 

network formation and language use mutually 

impact each other [2; 14]. Acting in a fully rule-

compliant way might lead to losing this level of 

depth, comprehensiveness and rigor.   

4. Privacy laws and regulations  

5. Security laws and regulations 

6. Terms of service: These are typically spelled out 

very explicitly, but might be difficult for people 

                                                 
4 https://www.nsf.gov/eng/general/dmp.jsp 

 



 

without a legal background to understand and 

translate into practical steps.  

Seeing the Forest for the Trees: How to 

Arrive at Responsible Conclusions and 

Solutions?  

Last year, as part of our work on assessing the impact 

of social justice documentaries on individuals, groups, 

and society, we were interested in analyzing customer 

reviews [4]. Many such reviews are publicly available. 

Also, using review data for social computing 

applications and building prediction models is common 

practice (we decided not to reference any specific 

studies). We asked three on-campus units for their 

advice on whether we can collect review data or not. 

Our IRB quickly determined that no IRB review or 

approval would be needed. Our library informed us that 

our work might or might not fall under the fair use rule. 

Our legal advisors discovered that the terms of service 

specified that crawling and scraping were not included 

or explicitly prohibited in the user agreements. In other 

words, we received three different opinions from the 

three stakeholders we consulted. As has probably 

happened to many other researchers before us, this 

uncertainty launched us into a process of trying to 

understand which rules do apply, and what these rules 

mean in practical terms. In the end, we devised an 

agreement with one review-data provider who allowed 

us to collect review data and use them for clearly 

defined purposes. There might be more efficient 

solutions to this problem; the fact that we do not know 

of any reflects the lack of clarity and standardized 

institutionalized processes or agencies that help with 

these questions and processes.  

We suggest that both of these strategies – education 

and institutionalized processes - will need to be 

established so that scholars can gain the awareness, 

knowledge, and skills needed to find actionable answers 

and solutions for collecting and analyzing human 

centered data. 

Summary 

We acknowledge that it is no trivial task for researchers 

to 1) keep track of all the rules that are potentially 

applicable when working with human centered data, 2) 

identify their meaning and compatibility, and 3) 

practically implement them. What is the best way to 

prepare researchers for this task? We argue that 

universities are not yet sufficiently prepared to support 

scholars in this process, e.g. through educational 

offerings and governing bodies; both of which might be 

primary instruments to solve this issue. Some 

respective research [1] and initiatives are underway, 

and we expect more of this to come in the near future.  

Finally, we as researchers and practitioners in human 

centered data science need to be active participants in 

the public discourse and policy making surrounding this 

issue. What we can provide are domain expertise on 

relevant research questions and experimental designs, 

and technical insights into computational solutions for 

data collection and analysis.   
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