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Abstract

Raw, marked up, and annotated language resouregesenabled significant progress with science amiaions. Continuing to
innovate requires access to user generated anespiohally produced, publicly available contenthsas data from online production
communities, social networking platforms, customesiiew sites, discussion forums, and expert blétgsvever, researchers do not
always have a comprehensive or correct understgrafinvhat types of online data are permitted tacbkected and used in what
ways. This paper aims to clarify this point. Theprawhich a dataset is “open” is not defined tsydtcessibility, but by its copyright
agreement, license, and possibly other regulatiarather words, the fact that a dataset is viditde of charge and without logging in
to a service does not necessarily mean that tfeeadat also be collected, analyzed, modified, oisteduted. The open software
movement had introduced the distinction betweea &= in “free speech” (freedom from restrictionhrg”) versus free as in “free
beer” (freedom from cost, “gratis”). A possiblekrmr misassumption related to working with publiakailable text data is to mistake
gratis data for libre when some online contené@ly just free to look at. We summarize approatbessponsible and rule-compliant
research with respect to “open data”.
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offline or non-ICT-facilitated environments (Diesne
1. Introduction and Problem Statement 2015; Kleinberg, 2008). Research based on contemporary
Raw, marked up, and annotated text corpora aveilthl interaction and text.has promoted the emergence and
the research communities in Natural Language Psaogs 2advancement of the fields of network science, vestree
(NLP), Computational Linguistics (CL), the digital and internet science (Tiropanis, Hall, Crowcroft,
humanities, and computational social science hagbled ~ Contractor, & Tassiulas, 2015).
major progress and breakthroughs in these and atbas. Recognizing these benefits, some members of theasth
Continuing to innovate requires access to conteamgor Community and their funders have been advocatllrrg .fo
text data that were generated by people using commdPen access to data, code, knowledge and pubhsatio
information and communication technologies (ICT)cls ~ (Hodgson et al., 2014). Corresponding legal antirtieal
as data from online production communities (e_g_,solutlens 'have been developed. Examples include
Wikipedia and GitHub), social networking platforms, COPYright licenses by the Creative Commbasd open
customer review sites, discussion forums, and éxpegs.  Source licenses for software (for an overview see
One problem with work in this area is that researsilo ~ OPensource.org), as well as repositories that enabl
not always have a comprehensive or correct undetistg reliable and _persistent access  to publications.,., e.g
of what types of user or professionally created wattent PubMe& for biomedical !lterature, as well as to demaln
are permitted to be collected and used in what way8Pecific and general science data (for an oversee
(Kosinski, Matz, Gosling, Popov, & Stillwell, 2015; Vitak, "Recommended Data Repositories,” 2016).
Shilton, & Ashktorab, 2016; Zevenbergen et al., 2015; . . ) . .
Zimmer, 2010). This paper aims to clarify this foM/e 1.2 Risks of Working with Publicly Available Text
focus on risks for researchers who gather andzetili Data
content from publicly available sites rather tharpoivacy  On the controversial side, scholars and practit®ngght
risks for people who make their information avaiab have an unclear or incomplete understanding arfiereift
online. conceptualizations of what “open source data” mearts
what this meaning implies for their practical, dayday
1.1 Benefits of Working with Publicly Available work (Diesner & Chin, 2016; Vitak et al., 2016;
Text Data Zevenbergen et al., 2015). Reasons for this effettde

On the beneficial side, working with data at anglethat ~ changing norms and regulations over time, and ficsest
were generated by people who use ICTs and whaeaictter fraining on this topic.

with others and with information within these Ethicists and privacy scholars have long argued tha
infrastructures allows for considering both theteath and
structure of social interactions (Lazer et al., @oand for  * https://creativecommons.org
re-evaluating theories that are based on data geenein - http:/www.ncbi.nlm.nih.gov/pubmed




working with user created, publicly available datan
involve privacy risks for the individuals who geatsd and
publish these datgDaries et al., 2014; Hoffman &
Bruening, 2015; Lane, Stodden, Bender, & Nissenbaum,
2014). Several check points and

Schrodt, Yilmaz, Gerner, & Hermreck, 2008).

More recently, private-public partnerships haveultesl in
the release of large scale archives of digitized ¢ata,
such as the HathiTrifstChristenson, 2011; Wilkin, 2009).

risk mitigationSome of these data are annotated for various tgbes

mechanisms have been put in place, such as upttatestextual features, e.g., entities and relationsha ‘Global
Institutional Review Board (IRBs) processes. Howeve Database of Events, Language, and Tone” (GDELT)

data from online sources might not be subject ¥ere by
an IRB if the researchers did not interact with $hbjects
and the data were already publicly available. Farrtiore,
collecting and using data from online sources maylict
with other types of regulations, including copytigterms
of service, established cultures in research conitiean
and personal valugBiesner & Chin, 2015; Kosinski et al.,
2015; Zevenbergen et al., 2015). Deviating from these
norms and rules may entail risks for researchdrsir t
institutions and scientific communities, and thputation
of science (Zimmer, 2010).

In the remainder of this paper, we first brieflyiev
classic types of sources for text corpora and edlat

regulations. We then clarify what “open source tata

(Leetaru & Schrodt, 2013).

Most of the mentioned as well as other data souhegsare
commonly used for NLP and CL purposes include
copyright statements, license agreements, or tesfs
service statements that determine how the datarcanist

be obtained, managed and used. However, for the wid
range of human generated, publicly available cdritethe
form of unstructured (e.g., blog entries) and
semi-structured (e.g., Wikipedia articles) textadas well

as mixed data (e.g., text and images) that ardelund a
pay wall or a login wall, researchers might havéess
clearly defined understanding of ethical and rweapliant
practices for data acquisition and utilization.

means in theoretical and practical terms, and discu 3. Regulations for Working with Publicly

potential reasons for confusion. Finally, we ow@lin
possible approaches to the responsible and ettocaluct
of research that involves publicly available teatad

2. Background: Sources and Related
Regulations for Working with Text Corpora

Some of the resources that have been widely usdkein

NLP and CL communities were prepared for and rel@as information (“user

Available Text Data

For the purpose of this paper, “publicly availabfe&ans
that the data are not behind a pay wall or a legi, and
can be accessed by anybody with a web-enabled edevic
Furthermore, we divide “publicly available text dat
(short PATD) into two groups. First, data providby
ordinary users who utilize ICTs to generate, pogiublish
generated web content”), which

as part of competitions and associated professionahcludes a wide range of social media data. Secdat#

meetings, such as the “Text Retrieval
(TRECY, “Automated Content Extraction” (ACE)and
the “Message Understanding Conference” (MUQhese
data and related evaluation metrics have beenrgpas

Conference'generated by companies and professional or pait sta

such as online newspaper
produced web content”).
In reality, things can be more complex: Some webpag

articles  (“professionally

acknowledged standards and benchmarks for developimprovide both types of information, e.g., Amazontfees

and assessing new computational solutions. Mucthisf
work has been initiated and supported by US-bdsddral
funding agencies, such as the National
Standards and Technology (NIST). Some of theseatata

product descriptions from commercial providers asdr
reviews of these products, and newspaper websitegle

Institute ofrticles written by journalists which users can cwant on.

Other webpages display snippets of content thgtraies

now administered, maintained and distributed by thefrom other sites and providers; sometimes justifying this

Linguistics Data Consortium (LD€)

Furthermore, long-standing academe-based initisitared
collaborations have resulted in curated
codebooks, lexicons, and annotations for domaicipe
text coding purposes, such as the Human Relatiora A

practice with the fair use portion of the copyritg.
The ways in which one can engage with either type o

reposigprie PATD are governed by multiple sets regulationsiuidiag

(1) personal values and ethics, (2) norms and thkamay
differ by institution, sector and country (e.g.BRor the

Files (HRAFY for the field of cultural anthropology, or the “Health Insurance Portability and Accountability tAc

former Kansas Event Data System (KEPf8) political
science (Gerner, Schrodt, Francisco, & Weddle, 1994;

3 http://trec.nist.gov/
4 http://www.itl.nist.gov/iad/mig/tests/ace/
5

http://www-nlpir.nist.gov/related_projects/muc/indetml|
8 https://www.ldc.upenn.edu/

7 http://hraf.yale.edu/

8

http://www.aaas.org/page/kansas-event-data-sysesa-k
project

(HIPAA), (3) copyright law (including fair use), X4
privacy regulations, (5) security regulations, {&ms of
service, and (7) technical solutions (for a brigérview

see Diesner & Chin, 2016).

Understanding and implementing these rules can be
complicated. Educating instructors and studentshese
topics may lag behind technical feasibility and litga
Some regulations keep emerging and are lad@rsted;

9 https://www.hathitrust.org/
10 http://www.gdeltproject.org/



making them moving targets. Some rules are explititie
others are more tacit, such as personal valuesxgretted
culture in scientific communities. Also, some egjtliules,
such as terms of service, might be difficult tosiate into
practical solutions. The resulting lack of clarity well as
instances of research that received controversadtions
(Kramer, Guillory, & Hancock, 2014; Zimmer, 2010) have
stirred debates about responsible and ethical vays
collecting and using PATD (Vitak et al., 2016).

3.1 What are “Open Source Data"?

The way in which a dataset is “open” is not defifgdts
accessibility, but by its copyright agreement, rise, and
possibly other regulations. In other words, the taat a
dataset is visible free of charge and without laggn to a
service does not necessarily mean that the datalsarbe
collected, analyzed, modified, or
(Zevenbergen et al., 2015; Zimmer, 2010).
The open software movement has introduced
distinction between free as in “free speech” (fado
use, modify and redistribute information with Httl
restriction, “libre”) versus free as in “free bee(ie.
freedom from cost, “gratis”)Lessig, 2004; Stallman,
2002). The risk with PATD is that gratis might béstaken
for libre when the data really just are gratis I@iok at).
This misassumption may due to a variety of reassmsh
as insufficient expertise, evolving norms, or prigork
(performed under different regulations) that hat e
example.

That being said, some PATD truly are in the pubicnain
(libre) because they have an open source license.
example, articles, talk pages, and structured mata-

web content), including posts on many product ghd f
review sites, as well as regular media data (psideslly
produced web content), including the online preseofc
classic print media, are gratis for personal ugenbtilibre.

In either case, the terms of use for these datéypreally
defined by the owner of the website. Users who ipev
content on these sites agree to these terms a®fptme
process of releasing their work on them. In faaichmof

the publicly available online content, especialypdial)
media data, are protected by terms of service. e'tezsns

are often presented as browse-wrap agreementseat th
bottom of a webpage. Via these agreements, content
providers often grant webpage visitors the righaitcess
and making personal, non-commercial use of the.data
Overall, rules for interacting with online contexan make
their permitted use comparable to reading notesaon

redistributed traditional bulletin board or looking through a rsto

window (gratis).

the

4. Approaches to Responsible Research with

Publicly Available Text Data

Rule-compliant research can be achieved in seveags.
First, considering applicable agreements requires
awareness and acknowledgement of their existendea
understanding of their actionable meaning. Thidiapgo
both terms of service and other regulations that agpply,
such as the “Fair Information Practice Principles”
(FIPPs)'® or the “Health Insurance Portability and
Accountability Act” (HIPAA)Y". Mastering this step is
mainly a matter to education and experience.

FSecond, some data providers offer technical saoiattbat

explicate or implement the sites’ data access aadirgy,

from Wikipedia!! are released under the Creativee.g., mainly robot.txt files and APIs. Consideriagch

Commons Attribution-ShareAlike Licen$ewhich allows
people to copy, distribute, adapt and transmitvwioek as
long as they attribute the work and publish anyvaé¢ions
under the same, similar or a compatible licenseotiAer

technical solutions requires a certain level offipiency.

Third, researchers can contact data providers tairob
permission for data gathering and use under certain
conditions. This solution is limited in its scalktlyi as it

example is WordNet (Fellbaum, 1998), a widely usednvolves a certain amount of administrative ovethéar

lexical database of terms and their relationshigsch is
provided under its own open source licéfisAlso, some
text data provided by several US-based federal@gsare

both sides.
Fourth, while user generated content is still ayfaiecent
phenomenon and data source, and related policids an

in the public domain as the content “was prepargd bregulations are still being developed, some congsimave

employees of the United States Government as ptren
official duties and, therefore, is not subject epyright™4.

emerged that act as brokers of data between (cig)or
content providers and end users, e.g., Crimsoagmai®

An example are transcripts of congressional hearingand BrandWatcH. In exchange for a fee, such services

which are available through the website of the Gane
Publishing Office (GPGY.
However, a wide range of social media data (useeigged

1 https://www.wikipedia.org/

12

https://en.wikipedia.org/wiki/Wikipedia: Text_of Cxtve
_Commons_Attribution-ShareAlike_3.0_Unported_Licen
se

13 https://wordnet.princeton.edu/wordnet/license/

4 http://www.ntsh.gov/about/Policies/Pages/Policiepx

15

https://www.gpo.gov/fdsys/browse/collection.acticalfe
ctionCode=CHRG

typically offer their customers increased data asdéire
hose) over public APIs (garden hose) as well as dat
analytics computed over the raw material. The raeen
from these for-pay models is typically not directlyared
with users who generated the content, but might be
invested in sustaining and improving platforms viees,
features, and user experience, for example.

Fifth, we suggest that a novel and alternative tgmiu

16 http://www.nist.gov/nstic/NSTIC-FIPPs.pdf
7 http://Iwww.hhs.gov/hipaa/index.html

18 http://www.crimsonhexagon.com/

19 https://www.brandwatch.com/



would be to enable content generating users taropt
having their data being freely (libre) used undertan
conditions, e.g. demanding that de-identificatios
performed. This opt-in choice could be providegad of
the process of posting content online.

4.1 Consequences of Using Gratis but not Libre
Text Data on Reproducibility

Finally, once a researcher has obtained user

professionally created text data from an onlinersau

another issue with these data may arise. Reselocifisbe

and use with little or no restriction).
We believe that a vibrant dialogue between académee,

i private sector and policy makers is needed to nadhead

with establishing best practices and rules thablenthe
advancement of science, respect peoples’ privacyper
incentives for commercial activities.
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